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Abstract 

Background Robot-Assisted Gait Rehabilitation (RAGR) is an established clinical practice to encourage neuroplasti-
city in patients with neuromotor disorders. Nevertheless, tasks repetition imposed by robots may induce boredom, 
affecting clinical outcomes. Thus, quantitative assessment of engagement towards rehabilitation using physiological 
data and subjective evaluations is increasingly becoming vital.

This study aimed at methodologically exploring the performance of artificial intelligence (AI) algorithms applied 
to structured datasets made of heart rate variability (HRV) and electrodermal activity (EDA) features to predict 
the level of patient engagement during RAGR.

Methods The study recruited 46 subjects (38 underage, 10.3 ± 4.0 years old; 8 adults, 43.0 ± 19.0 years old) with neu-
romotor impairments, who underwent 15 to 20 RAGR sessions with Lokomat. During 2 or 3 of these sessions, ad 
hoc questionnaires were administered to both patients and therapists to investigate their perception of a patient’s 
engagement state. Their outcomes were used to build two engagement classification targets: self-perceived and ther-
apist-perceived, both composed of three levels: “Underchallenged”, “Minimally Challenged”, and “Challenged”. Patient’s 
HRV and EDA physiological signals were processed from raw data collected with the Empatica E4 wristband, and 33 
features were extracted from the conditioned signals. Performance outcomes of five different AI classifiers were com-
pared for both classification targets. Nested k-fold cross-validation was used to deal with model selection and opti-
mization. Finally, the effects on classifiers performance of three dataset preparation techniques, such as unimodal 
or bimodal approach, feature reduction, and data augmentation, were also tested.

Results The study found that combining HRV and EDA features into a comprehensive dataset improved the syner-
gistic representation of engagement compared to unimodal datasets. Additionally, feature reduction did not yield 
any advantages, while data augmentation consistently enhanced classifiers performance. Support Vector Machine 
and Extreme Gradient Boosting models were found to be the most effective architectures for predicting self-per-
ceived engagement and therapist-perceived engagement, with a macro-averaged F1 score of 95.6% and 95.4%, 
respectively.
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Introduction
Robot-assisted therapies are nowadays an established 
intervention, widely used for gait rehabilitation in neuro-
motor impaired subjects, such as patients with cerebral 
palsy, acquired brain injuries, and stroke [1, 2]. These 
therapies reduce the physical effort and time required 
by therapists, improve the reproducibility of physiologi-
cal gait kinematics, and increase intensity, volume, and 
difficulty of task-oriented motor exercises compared to 
conventional treatments [3]. Repetitive, intensive, task-
oriented, and quantifiable training is indeed an essential 
feature for a rehabilitation intervention to foster recovery 
and neuroplasticity [4, 5].

Nevertheless, the repetitive and routinized nature of 
robotic activity, along with potential fatigue or pain, can 
lead to boredom and reduced motivation of the patient 
towards the therapy itself [6, 7], affecting adherence 
and compliance to the rehabilitation programs. There-
fore, interventions aimed at fostering engagement (i.e., 
increasing the level of attention and interest during ther-
apy sessions) such as modulating task workload within 
the therapy may yield greater neuroplastic changes and 
functional outcomes as well as boosting motivation [8]. 
Indeed, motor learning theory suggests that learning 
rates are highest when task difficulty positively challenges 
and excites subjects [9, 10]: if a task is under-challenging 
it can be perceived as boring, while if it is too difficult it 
can be overly stressful. Moreover, when patients perceive 
challenges that match their skills, they may experience 
a state of flow (i.e., optimal experience), which is a state 
of consciousness characterized by deep concentration, 
positive affect, clear goals, perceived control, and autono-
mous motivation [11].

For this reason, fully understanding the psychophysi-
ological state of patients allows adapting the task not only 
to the patients’ motor performance but also to their emo-
tional state and engagement, which is a key factor in fur-
ther enhancing the success of the therapy [12].

Engagement in rehabilitation was initially defined as 
the patient’s commitment in the rehabilitation inter-
ventions, demonstrated through active and focused 
participation [13]. In this context, engagement was 
further explained by King and collaborators as a com-
plex multifaceted state of investment in the therapy, 
which comprises three separate components: affective 
(i.e., emotional involvement in the therapy, motivation 

and optimistic expectations about the final outcome), 
cognitive (i.e., beliefs about usefulness and efficacy of 
the therapy) and behavioral (i.e., active participation 
and collaboration during sessions) involvement [14]. 
Moreover, Bright and co-authors further described 
engagement as being present in rehabilitative activity 
with willingness and emotional interest. They defined 
the attainment of this state as a continuum ranging 
from merely tolerating and agreeing to the treatment to 
being involved in the therapy and actively collaborating 
[15].

Assessing patient engagement during rehabilitation 
sessions is crucial to optimizing treatment outcomes 
[16], especially in the developmental age. However, this 
process is not straightforward, as it can require a com-
bination of subjective and objective methods. In the 
last decades, several qualitative or semi-quantitative 
measures of engagement have been developed, such as 
the Self-Assessment Manikin (SAM) [17]; the PRIME-
SP [18], compiled by service providers; and the Pediat-
ric Motivation Scale [19].

As for objective measurements of engagement, 
various features of heart rate variability (HRV) and 
electrodermal activity (EDA) have been shown to 
be informative for the subject’s psychophysiologi-
cal states [20–27]. Namely, HRV refers to oscillations 
between consecutive cardiac cycles [23, 26]. Heart rate 
and rhythm are largely under the control of the auto-
nomic nervous system (ANS), therefore a variation in 
the oscillation of consecutive heart beats can reflect a 
higher parasympathetic or sympathetic influence on 
heart rate. Specifically, a reduced HRV and inhibited 
parasympathetic activity were reported during high 
cognitive workload [28], and due to changes in affective 
states [29]. The EDA signal is a measure of skin con-
ductance as a reaction of sweat secretion associated 
with the sympathetic nervous system activity, whose 
arousal associated with emotion, cognition, and atten-
tion is reflected in changes in the EDA signal [30].

Several studies also analyzed the correlation between 
subjective and objective assessment outcomes. The 
SAM questionnaire was administered to groups of 
subjects (i.e., adults, pediatric patients, healthy par-
ticipants) performing cognitive tasks, while recording 
physiological data, such as electrocardiogram (ECG), 
respiration, EDA and skin temperature to assess mental 

Conclusion The study displayed the effectiveness of psychophysiology-based AI models in predicting rehabilitation 
engagement, thus promoting their practical application for personalized care and improved clinical health outcomes.
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engagement during robotic rehabilitation treatments, 
finding significant correlation mostly between EDA fea-
tures and SAM items [22, 24, 31].

In recent years, artificial intelligence (AI) has become 
a widely used methodological approach for the inves-
tigation and prediction of psychophysiological states 
[32]. In the field of Robot-Assisted Gait Rehabilitation 
(RAGR), Koenig and colleagues [33] predicted mental 
engagement in stroke patients during gait rehabilitation. 
They performed a 4-class classification task using physi-
ological data such as heart rate, breathing frequency, 
skin conductance and skin temperature as input vectors 
for a Kalman adaptive linear discriminant analysis clas-
sifier. The classification results showed an accuracy of 
70%. Bhat and colleagues [34], instead, predicted cogni-
tive load using electroencephalographic (EEG) and EDA 
signals collected during a virtual reality training task in 
healthy subjects. Support Vector Machines (SVM), Ran-
dom Forest (RF), k-Nearest Neighbors (KNN), Extreme 
Gradient Boosting (XGB), and Artificial Neural Network 
(ANN) models were trained to discriminate between 
low and high cognitive load. The XGB classifier achieved 
the best performance with a F1 score of 83%. Similarly, 
Gogna and collaborators [35] performed cognitive work-
load prediction in healthy subjects during increasing 
levels of difficulty of cognitive tasks, employing the EEG 
signal as input of Discriminant Analysis, SVM, KNN, and 
ANN classifiers. SVM showed the best performance with 
an accuracy of 90%.

Although not specifically trained with data coming 
from a rehabilitative environment, other studies imple-
mented interesting predictive models of affect and cog-
nitive workload with the intention to apply them for 
rehabilitation purposes. For instance, Bailenson et  al. 
trained an ANN model with videotapes of subjects’ faces 
together with ECG, EDA and somatic activity-related 
signals to automatically predict emotions of sadness 
and amusement [36]. F1 scores of 41% and 25% were 
obtained for the prediction of amusement and sadness, 
respectively, when using only physiological data as input 
of the classifier, whereas the combination of facial and 
physiological signals yielded F1 scores of 66% and 37%. 
In Gümüslü et  al., an XGB model was developed for 
emotion recognition applications in robot-assisted reha-
bilitation. Specifically, EEG activity, blood volume pulse 
(BVP), skin temperature and EDA were used to classify 
pleasant, unpleasant and neutral emotions. An accuracy 
of 93.70% was achieved when using only physiological 
signals [37]. Finally, Romaniszyn-Kania and colleagues 
performed a 12-class emotion prediction using features 
from physiological data, such as BVP, EDA, acceleration 
signals, and from a modified version of the Job-Related 
Affective Well-Being Scale in healthy subjects during 

physiotherapy exercises of varying difficulty. KNN classi-
fier was trained and achieved an accuracy of 81.63% [38].

The aforementioned studies primarily focused on 
assessing or predicting affective or cognitive states for 
rehabilitation purposes. However, provided that these 
are separate but concurrent aspects of engagement [14], 
a comprehensive estimation of the engagement state, 
intended as a multidimensional construct during reha-
bilitative tasks was never performed. Furthermore, the 
literature lacks studies performing prediction of engage-
ment in pediatric patients with neuromotor impairments 
during robot-assisted rehabilitation. Therefore, the main 
goal of the present work was to compare the performance 
of various artificial intelligence and machine learning 
architectures in predicting the engagement of patients 
(i.e., children and adults) with neurological disorders 
during RAGR. Also, a secondary goal was to evaluate the 
effect of various pre-processing techniques on the model 
performance. The objective is threefold: to analyze the 
impact of using unimodal data (HRV or EDA features 
separately) and bimodal data as inputs to different clas-
sifiers; to examine the effect of feature reduction; and to 
investigate the effect of data augmentation on models 
performance.

Materials and methods
Study design
Participants
The present study involved 46 subjects (mean age 
15.5 ± 14.2; 30 males; 38 underage, mean age 10.3 ± 4.0; 
8 adults, mean age 43.0 ± 19.0) who had cerebral palsy, 
acquired brain injury or hereditary spastic paraplegia. 
Demographic details regarding each participant are 
reported in Supplementary Table 1. This study was per-
formed in accordance with the Declaration of Helsinki, 
and the Ethics Committee of Scientific Institute E. Medea 
approved the observational study protocol (protocol 
code: Prot. N. 02/22-CE; date of approval: January 27th, 
2022). Patients, if adults, or their guardians signed a writ-
ten informed consent. All data were pseudonymized.

Protocol
Each patient underwent 15 to 20 robot-based gait reha-
bilitation sessions with the Lokomat system (Hocoma 
AG, Volketswil, Switzerland) at IRCCS Eugenio Medea, 
according to the clinical plan. Data acquisition was per-
formed only during 2 or 3 sessions distributed during the 
rehabilitation period not to reduce the acceptability of 
the therapy. Each experimental session was composed of 
three phases:

• Phase 1: Patient welcome and questionnaires com-
pletion.
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• Phase 2: Sensors setup and rehabilitation activity 
with the Lokomat system.

• Phase 3: Questionnaires completion and reference 
signals acquisition.

During Phase 1 and Phase 3, patients were asked to 
fill in a 9-items three-point Likert scale questionnaire 
(Table  1) about their feelings and expectations on the 
rehabilitation activity, to which possible answers were: 
“not at all”, “enough”, “very much”. Items were adapted 
from the pedsQL questionnaire [39], the CORE system 
trust [40], and the UTAUT model determinants [41]. In 
addition, only during Phase 3, patients were also asked to 
provide their thoughts about the rehabilitation activity 
through open-ended questions presented in four speech 
bubbles, coherently with Phelan et al. [42]. Hereafter, the 
9-items questionnaire and open-ended questions will be 
referred to as self-reported outcomes.

Conversely, during Phase 2, therapists were asked to 
complete a questionnaire (hereafter: therapist-reported 

outcome), divided into 12 items, to collect a reliable 
evaluation about the patient’s state and behaviors dur-
ing the rehabilitation training (Table 2). Items selected 
were partially among those of the Movement Assess-
ment Battery for Children [43], taking into considera-
tion the section describing non-motor items that can 
influence the movement. Each item was scored on a 
13-point semantic differential numerical scale from -6 
to 6. An example of the scoring is given for the item T1, 
where with positive values the therapists considered 
the positive pole (e.g., Active) as the most suitable for 
describing patient’s state and behaviors, while choosing 
a negative score, the negative pole (e.g., Passive) was 
preferred. A score of 0 indicated the “neutral” or “unde-
cided” category.

Both self-reported and therapist-reported outcomes 
were designed to globally investigate the psychological 
state of patients during RAGR according to the patients 
and therapists perspectives, respectively.

During Phase 2 and Phase 3, patients wore the 
Empatica E4 wearable device (Empatica®, Milan, Italy) 
on the non-dominant wrist. Empatica E4 is a Class IIa 
medical device including a photoplethysmogram sen-
sor that measures the BVP signal (sampling frequency: 
64 Hz), two silver-coated electrodes that apply a small 
alternating current to the skin in order to measure the 
EDA signal (sampling frequency: 4  Hz) and a MEMS 
type 3-axis accelerometer, to capture motion-based 
activity (sampling frequency: 32  Hz). Data collected 
during Phase 3 were exploited as a reference signal, 
assuring that patients were relaxed and in a resting con-
dition. For the purpose of further analyses, we treated 
each experimental session performed by each patient as 
independent.

Table 1 List of items related to the three-points Likert scale self-
reported outcome

Item ID Item definition

S1 Do you feel worried?

S2 Do you feel happy?

S3 Do you feel sad?

S4 Do you feel angry?

S5 Do you feel scared?

S6 Do you feel bored?

S7 Do you think that the therapy with the Lokomat is useful?

S8 Are you able to handle the therapy with the Lokomat?

S9 Do you think that the therapy with Lokomat is effective 
with respect to gait improvement?

Table 2 List of items related to the therapist-reported outcome

Item ID Negative Pole Positive Pole

T1 Passive Active

T2 Fearful Assertive

T3 Anxious Relaxed

T4 Impulsive Thoughtful

T5 Distracted Focused

T6 Hyperactive Quiet

T7 Underestimates his/her abilities Overestimates his/her abilities

T8 Not persistent Persistent

T9 Concerned about failure Not concerned about failure

T10 Unable to derive satisfaction from success Able to derive satisfaction from success

T11 Manages emotions in a negative manner Manages emotions in a positive manner

T12 Does not actively seek information to learn Does actively seek information to learn
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Classification targets
The engagement level of patients undergoing RAGR 
was determined using semi-quantitative data collected 
through self-reported and therapist-reported outcomes, 
resulting in the identification of two classification targets: 
self-perceived and therapist-perceived engagement. To 
better understand the process of transitioning that char-
acterize the engagement, as defined by Bright et al. [15], 
from a state of non-involvement in therapy to a full com-
mitment, a three-class classification problem was defined 
for both targets: each session was assigned a label corre-
sponding to “Underchallenged”, “Minimally Challenged” 
or “Challenged”, according to the perceived engagement 
level.

To label each patient’s level of engagement according 
to both classification targets, expert reviews evaluation 
methods were exploited [44, 45]. The inter-rater agree-
ment was investigated for both expert review procedure 
outcomes by means of the Krippendorf α coefficient [46] 
computed with the code developed by Eggink et al. [47]. 
Values of α higher than or equal to 80% were considered 
representative of high agreement. Finally, the difference 
in engagement perception between patients and thera-
pists was explored by constructing a contingency table.

Self‑perceived engagement
For the self-reported outcomes, four independent raters 
(i.e., biomedical engineers with 1- to 5-years experience 
in affective computing and psychophysiological signal 
processing) provided a personal judgment on the level 
of the self-perceived engagement (i.e., assigning one of 
the three engagement classes). Each rater analyzed the 
responses of the 9-items of Likert scale questionnaires 
of both Phase 1 and 3, thus also accounting for potential 
differences between the two phases, and the responses 
of speech bubbles-questionnaire of Phase 3. An exter-
nal psychologist with a 4-years experience in the field of 
human factors examined these evaluations to provide the 
final decision.

Therapist‑perceived engagement
The therapist-reported outcomes were processed in order 
to facilitate the subsequent labelling procedure: each 
item was split into two separate sub-items (e.g., T1(−) and 
T1(+) for the T1 item), for a total of 24 sub-items. If an 
item Ti had received a negative score, the absolute value 
of Ti was assigned to Ti(−) , while a score of 0 was added 
to the corresponding Ti(+) sub-item. Conversely, for pos-
itive Ti scores, Ti(+) was set to the absolute value of Ti , 
and Ti(−) was set to 0. In case of a neutral score for Ti , a 0 
was added to both sub-items.

Then, two raters (i.e., biomedical engineers with 
1-year experience in affective computing and 

psychophysiological signal processing) independently 
linked each sub-item to only one of the three engagement 
classes according to each sub-item’s ability to describe the 
meaning of the linked class. Each rater could also exclude 
any sub-items that in his/her opinion matched neither of 
the three levels. The same external psychologist who pro-
posed the final evaluation for the self-perceived engage-
ment classes cleared up any disagreement between the 
two raters and provided the final decision.

Following the expert review evaluation, the average 
value of the sub-items scores of each generated class was 
calculated for every experimental session. The session 
was then labelled according to the class with the highest 
average value, with sessions in which the average value 
was the same for multiple classes being excluded from 
further analysis.

In this context, the expert review evaluation method 
was employed to group the sub-items rather than to 
directly assign labels to each session. This approach 
was deemed more appropriate, assuming the difficulty 
of reaching agreement among raters in condensing 12 
items on a 13-point scale into one single engagement 
assessment.

Signal processing and feature extraction
The whole processing of physiological data was carried 
out in MATLAB (R2022b, The MathWorks Inc., Natick, 
MA, USA).

Due to the high variability of the duration of acquisi-
tion phases among subjects, which can be attributed to 
different clinical needs, a maximum number of five 5-min 
windows of Phase 2 signals, with a minimum time dis-
tance of 2.5 min, were manually selected for each session 
according to the raw BVP and EDA signals quality, while 
one 2.5-min window was kept for the reference signal 
due to the short duration of Phase 3. The 5-min window 
length was consistent with literature findings and with 
features reliability [23, 48]. Moreover, a 2.5-min mini-
mum distance between the selected windows was chosen 
to guarantee no redundancy for the final dataset during 
AI models training.

Each 2.5- and 5-min BVP and EDA window was pro-
cessed according to the methodology explained in Cos-
tantini et  al. [49]. A third-order Butterworth bandpass 
filter with subject-specific cut-off frequencies (i.e., 
defined by subtracting the acceleration spectrum to the 
raw BVP spectrum) was applied to BVP to deal with 
motion artifacts. The time-points of the BVP diastolic 
valleys were then detected from the conditioned BVP sig-
nal, and the HRV signal was computed as the sequence 
of temporal distances between consecutive valleys. 
The HRV signal was first cleaned of potential missing 
and extra beats through a dedicated pipeline for HRV 
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artifacts detection and correction [50], and finally was 
resampled at 4  Hz by means of piecewise-cubic spline 
interpolation. As for the raw EDA signal, it was first con-
ditioned with a 1-s windows moving average filter, then 
a z-score normalization was performed, and lastly the 
cvxEDA algorithm [51] was used to decompose EDA into 
its tonic and phasic components. An artifact detection 
algorithm, based on the stationary Haar wavelet trans-
form and reported in detail in [49], was finally applied 
to the raw EDA signal to detect and correct potential 
motion-related spikes that could have been mistaken for 
phasic responses.

From each Phase 2 and reference window, 14 HRV 
and 19 EDA features were extracted, in line with [23, 
52–54]. Tables 3 and 4 report the HRV and EDA features, 
respectively.

To address inter-subject variability, normalization was 
performed by subtracting the reference features to the 
ones related to Phase 2. Features were then indepen-
dently rescaled with z-score standardization. Definitively, 
the dataset for self-perceived and therapist-perceived 
engagement prediction was composed of 14 HRV and 19 
EDA normalized and rescaled features related to Phase 2 
of the study protocol.

Dataset preparation
To investigate the effects of various preprocess-
ing techniques on the original dataset, three stages of 
dataset preparation were considered, each testing vari-
ous approaches and their influence on the AI models 

performance separately. In line with [32], the three stages, 
applied to both classification targets, consisted of:

1. ANS modeling.
2. Feature reduction.
3. Data augmentation.

Thus, only the approach that, according to the median 
value, performed better across the AI models in each 
stage was transferred to the next one.

The first stage aimed at examining the AI models per-
formance when trained with three different datasets 
originating from three possible ways to model the auto-
nomic nervous system activity: two unimodal datasets, 
composed of either 14 HRV features or 19 EDA features, 
respectively, and one bimodal dataset (BD), defined 
by merging the HRV and EDA features. The rationale 
behind this preliminary assessment was to investigate 
whether combining HRV and EDA features could result 
in synergistic effects, leading to improved engagement 
prediction.

The second stage explored whether and how AI models 
performance could have benefited from feature reduc-
tion. According to [32], there are two major approaches 
to perform feature reduction, namely features space pro-
jection onto a lower dimensionality space, and sequen-
tial selection of individual features taking inter-features 
correlations into account. However, the sequential fea-
tures selection approach was finally discarded since our 
purpose at this stage was to train each AI model for both 
classification targets on the same number and type of 

Table 3 List of HRV features

NN Inter-Beat-Intervals, TINN Triangular Interpolation of NN, LF Low Frequency, HF High Frequency, VLF Very Low Frequency (range [0.-0.04] Hz)

Feature Description

Time-domain features

 Mean HR Mean Heart Rate frequency

 SDNN Standard Deviation of all inter-beat-intervals

 RMSSD Root Mean Square of the Successive Differences

 SDSD Standard Deviation of Successive Differences between adjacent NN

 pNN50 Count of delta NN exceeding 50 ms divided by the total number of all NN

 HRV Triangular index Total number of all NN divided by the height of the histogram of all NN

 TINN Baseline width of the triangular interpolation of the highest peak of the NN histogram

 HRV Skewness Skewness of the NN

 HRV Kurtosis Kurtosis of the NN

Frequency-domain features

 HRV nLF Normalized power in Low Frequency range [0.04–0.15] Hz

 HRV nHF Normalized power in High Frequency range [0.15–0.40] Hz

 Sympathetic modulation index LF/(Total Power–VLF)

 Vagal modulation index HF/(Total Power–VLF)

 Symphatovagal balance index LF/HF



Page 7 of 21Costantini et al. Journal of NeuroEngineering and Rehabilitation          (2024) 21:215  

features. Therefore, the following two approaches for fea-
ture reduction were implemented:

• Literature-based feature reduction: a literature analy-
sis was performed to identify the most predictive and 
significant HRV and EDA features according to pre-
vious findings.

• Projection-based feature reduction: the Principal 
Components Analysis (PCA) technique was used to 
project the original features onto a space of uncorre-
lated features [55]. Principal Components (PC) were 
ranked in decreasing order of explained variance. 
Cumulative Explained Variance (CEV) was com-
puted sequentially for each PC as the cumulative sum 
of the explained variances up to the  kth PC. Three 
distinct levels of CEV thresholds, namely 80%, 90%, 
and 95%, were used to reduce the feature space up to 
the first k PCs.

The third stage assessed the impact of data augmenta-
tion (DA) on AI models performance. To progressively 
increase dataset size, each 5-min window of HRV and 
EDA signals was segmented according to one of the fol-
lowing methods:

• Two 4-min windows with three minutes overlap.

• Three 3-min windows, with two minutes overlap.
• Four 2-min windows with one minute overlap.
• Five 1-min windows with no overlap.

The minimum window length was chosen to be consist-
ent with the minimum reasonable lengths for HRV and 
EDA. For HRV, we focused on short-term HRV, neglect-
ing ultra-low and very-low oscillations. Several works, 
including [23, 56], have shown that 2- to 5-min windows 
are sufficient for capturing low and high-frequency vari-
ations. However, considering our data primarily comes 
from pediatric subjects with higher heart rates, a 1-min 
window can still provide an adequate number of heart-
beats for reliable analysis. Concerning the EDA signal, 
Stržinar et  al. [48] stated that while a 2-min window is 
optimal, 1-min windows are also sufficient for gathering 
significant information.

Classifiers
Five different classification algorithms, namely KNN 
[57], RF [58], XGB [59], SVM [60], and Feed-Forward 
Neural Network (FFNN) [61] were selected based on 
previous related works reported in [32]. Each algorithm 
was implemented in Python (Python Software Founda-
tion, version 3.10), using keras [62] and scikit-learn [63] 

Table 4 List of EDA features

Feature Description

Time-domain tonic component features

 Mean EDA Tonic Mean value of the tonic component

 St.Dev. EDA Tonic Standard deviation of the tonic component

 IQR EDA Tonic Interquartile range of the tonic component

 Skewness EDA Tonic Skewness of the tonic component

 Kurtosis EDA Tonic Kurtosis of the tonic component

 Max Upspeed EDA Tonic Maximum positive slope of a regression line fitted on the tonic component

 Max Downspeed EDA Tonic Maximum negative slope of a regression line fitted on the tonic component

Time-domain phasic component measures

 NS.EDRs Frequency of Non-Specific phasic peaks

 Mean EDA Phasic Peak Amplitude Mean of the amplitude of all NS.EDRs in the interval

 St.Dev. EDA Phasic Peak Amplitude Standard deviation of the amplitude of all NS.EDRs in the interval

 nAUC EDA Phasic Mean normalized area under the curve of phasic peaks

 Mean Rise Time Mean temporal distance onset-peak

 Mean EDA Phasic P-to-P distance Mean distance phasic peak-to-peak

 St.Dev. EDA Phasic P-to-P distance Standard deviation phasic distance peak-to-peak

Frequency-domain features

 EDA Phasic nVLF Normalized power in Very Low Frequency range [0.–0.045] Hz

 EDA Phasic nLF Normalized power in Low Frequency range [0.045–0.15] Hz

 EDA Phasic nHF1 Normalized power in High Frequency range [0.15–0.25] Hz

 EDA Phasic nHF2 Normalized power in High Frequency range [0.25–0.40] Hz

 EDA Phasic nVHF Normalized power in Very High Frequency range [0.4–0.5] Hz
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libraries. A quick overview of classification principles 
and structures is presented below.

The KNN algorithm classifies a data point based on the 
majority class of its k-nearest neighbors in the feature 
space according to distance metrics. RF trains multiple 
decision tree classifiers on subsets of the original dataset, 
then performs classification by leveraging on a majority 
voting system. XGB is an ensemble learning algorithm 
that uses several decision trees by combining their clas-
sification outputs in a weighted sum. SVM aims at find-
ing a hyperplane in the feature space that best separates 
data points of different classes by maximizing the mar-
gin between classes, while penalizing misclassifica-
tions. FFNN for classification is a computational model 
that consists of interconnected nodes, organized in lay-
ers, which learns from data by adjusting weights during 
training according to the backpropagation technique 
(i.e., minimizing the sparse categorical cross-entropy loss 
function). It is made of an input layer, at least one hid-
den layer and an output layer. Except for the former, each 
layer has a specific activation function that allows for a 
non-linear integration of the amount of information 
that each neuron receives in input. In the present work, 
the output layer was composed of three neurons and 
equipped with the softmax activation function, while the 
number of hidden layers, their activation function, the 
number of neurons per each layer, and the L2 regulariza-
tion term were set as hyperparameters to be optimized 

(Table  5). To face overfitting, a dropout layer, with a 
dropout rate of 0.05, was implemented upstream the out-
put layer. Each FFNN was trained for a maximum of 200 
epochs, with mini-batch size at 32, initial learning rate 
at 0.0001, Adam algorithm for sparse categorical cross-
entropy minimization, and an early stopping callback 
with patience 10 to prevent over-fitting.

Model selection
The nested cross-validation technique [64] was used to 
avoid the introduction of a model selection bias error 
[65], to compare classifiers and approaches during the 
dataset preparation pipeline, and to select the best classi-
fiers at the end of the pipeline. Specifically, this technique 
involved nesting a k-fold cross-validation step for hyper-
parameter optimization inside a stratified k-fold cross-
validation procedure for model selection, thus leveraging 
on record-wise classification. In the present work, k = 7 
and k = 6 were chosen for the outer and inner cross-val-
idation loops, respectively. Regarding the hyperparam-
eters tuning procedure, the grid search technique was 
used to investigate the hyperparameters space: Table  5 
resumes the tuned hyperparameters and their range for 
each selected classifier.

The macro averaged F1 score (hereafter: F1 Macro) was 
used to compare the models performance and to deal 
with the heavily unbalanced distribution of labels in both 
classification targets (see Results: Classification targets).

Table 5 Tunable classifiers hyperparameters within instances of k-fold cross-validation for hyperparameters optimization

Classifier Hyperparameter Definition Values

KNN K Number of neighbors to consider for the prediction From 5 to 40, with step 1

Weights Specifies the weight function used in prediction "uniform" or "distance"

P Power parameter for the Minkowski distance 1 or 2

RF n_estimators Number of trees in the forest 100 or 200

max_depth Maximum number of nodes for each tree From 3 to 15, with step 1

Criterion Function to measure the quality of a split "gini" or "entropy"

XGB learning_rate Controls how the step size shrinks during the tree building process 0.01, 0.02, 0.05, 0.1, 0.2, or 0.5

max_depth Maximum number of nodes for each tree From 5 to 10, with step 1

n_estimators Number of trees in the forest 100 or 200

reg_lambda Controls the L2 regularization term on weights 0.001, 0.01, 0.1, 1.0

SVM C Regularization parameter that controls the penalization of the classification 
errors

0.1, 0.2, 0.5, 1.0, 2, 5, 10, 20, 50, or 100

Kernel Type of kernel function to transform the features space "rbf" or "poly"

Gamma Controls the shape and smoothness of the decision boundary 0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, or 1

Degree Only for polynomial kernels, it defines the degree of the polynomial kernel func-
tion

2, 3, 4, or 5

FFNN Activation Type of activation function for the hidden layers "relu" or "tanh"

n_neurons Number of neurons per hidden layer 32, 64 or 128

n_layers Number of hidden layers 3, 4 or 5

L2 L2 regularization term on weights 10–2,  10–3 or  10–4
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Each training process was run on a laptop with 16 GB 
of RAM, an Nvidia GeForce GTX 1650 Ti GPU, and an 
Intel Core i7-10750H CPU, at 2.60  GHz, dedicating 10 
out of the 12 available threads exclusively to computa-
tions. The tuning process tested a different number of 
combinations of hyperparameters in relation to the type 
of classifier: 144 instances for KNN, 52 for RF, 288 for 
XGB, 640 for SVM, and 54 for FFNN were investigated. 
Thus, the computational time (hereafter: CPU Time, in 
seconds), normalized over the number of cycles of nested 
cross-validation, was reported as an additional metric to 
compare the classifiers performance.

Optimization and validation of the best classifiers
For both the self-perceived and therapist-perceived 
engagement classification targets, the better-performing 
classifier, paired with the appropriate dataset preparation 
pipeline, was subjected to further training and optimiza-
tion. Thus, nine-fold cross-validation for hyperparam-
eters tuning (see Table 5) was run over the whole dataset 
for the selected classifiers.

Validation of the optimized classifiers for self-perceived 
and therapist-perceived engagement prediction was done 
on the validation folds. Specifically, an average confusion 
matrix was obtained by aggregating the confusion matri-
ces computed on the validation folds at each kth itera-
tion. Similarly, Receiver Operating Characteristic (ROC) 
curves for each class were produced.

At last, the permutation importance algorithm was 
applied to the better-performing models for both classi-
fication targets to assess the weights of each feature on 
models predictions [58]. Within this work, the permuta-
tion feature importance was defined for each feature as 
the decrease in the models F1 Macro when the feature 
itself was randomly shuffled (hereafter: ΔF1 Macro).

Results
Classification targets
Data related to a total of 110 independent rehabilitation 
sessions over 46 subjects were collected. After signal pro-
cessing, windowing, feature extraction and normaliza-
tion, the dataset was composed of 542 records, each with 
14 HRV and 19 EDA features.

The class distribution following the labelling procedure 
resulted to be highly unbalanced for both self-perceived 
and therapist-perceived engagement: for self-perceived 
engagement, 7.38% over 542 samples was labelled as 
“Underchallenged”, 23.25% as “Minimally Challenged”, 
and 69.37% as “Challenged”. The Krippendorf α coeffi-
cient measured an inter-rater agreement of 81%.

On the other hand, sub-items of the therapist-reported 
outcome were grouped as follows:

• T1(−) , T5(−) , T8(−) and T12(−) fell within the “Under-
challenged” class.

• T3(+) , T4(+) and T6(+) in the “Minimally Challenged” 
class.

• T1(+),T2(+),T5(+),T8(+),T9(+) , T12(+) in the “Chal-
lenged” class.

• Items T2(−) , T3(−) , T4(−) , T6(−),T7(+) , T7(−) , T9(−)

,T10(+) , T11(+) , T10(−) and T11(−) were excluded 
since they did not match any of the three engagement 
levels, according to both raters.

The Krippendorf α coefficient revealed an inter-raters 
agreement in grouping the items of 82%. The labelling 
strategy adopted in this case led to the following distribu-
tion: 9 records related to two experimental sessions were 
not considered due to the fact that multiple engagement 
classes reported the same average score; 10.69% over 
the remaining 533 records was labelled as “Underchal-
lenged”, 53.85% as “Minimally Challenged”, and 35.46% as 
“Challenged”.

The difference in the self-perceived and therapist-
perceived engagement is highlighted in the contingency 
table presented in Fig.  1. More in detail, 75% of the 
“Underchallenged” sessions according to self-perceived 
engagement were instead defined as “Minimally Chal-
lenged” or “Challenged” in therapist-perceived engage-
ment. Secondly, when there was no concordance, 
sessions that were classified as “Minimally Challenged” in 
the self-perceived outcome were considered in the ther-
apist-reported outcome as “Challenged” 64% of the time 

Fig. 1 Contingency table between self-perceived 
and therapist-perceived engagement classification. Green cells 
stand for concordant classification, and red cells indicate discordant 
classification
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and as “Underchallenged” 36% of the time. Lastly, 13.5% 
of “Challenged” sessions according to the self-reported 
outcomes were identified in the therapist-reported out-
come as “Underchallenged”, while 86.5% of the incongru-
ous sessions were classified as “Minimally Challenged”. 
Supplementary Figure  1 and Supplementary Figure  2 
show the time series of HRV and EDA physiological data 
according to the three classification targets.

Impact of dataset preparation on models performance
This section provides insights into the outcomes of clas-
sifiers across different dataset preparation approaches, 
divided into three sequential stages (ANS modeling, Fea-
ture reduction, Data augmentation).

ANS modeling
The impact of the ANS modeling on the classifiers perfor-
mance for both classification targets is reported in Fig. 2. 
Accounting for the median performance of the five clas-
sifiers for both classification targets, the bimodal dataset 
as an input to AI models outperformed the unimodal 
HRV and EDA datasets. For self-perceived engagement, 
BD yielded a median F1 Macro of 0.78 ± 0.12, while the 
unimodal HRV and EDA datasets yielded 0.64 ± 0.13 
and 0.67 ± 0.07, respectively. Likewise, for therapist-per-
ceived engagement, BD obtained a median F1 Macro of 
0.78 ± 0.07, while the unimodal HRV and EDA datasets 
reached lower values of 0.57 ± 0.06 and 0.70 ± 0.08. In 
addition, considering each classifier, the BD approach 
turned out to be the most profitable choice in terms of F1 
Macro, reaching peaks of 0.83 ± 0.06 and 0.83 ± 0.05 for 
self-perceived and therapist-perceived engagement, both 
with SVM.

Supplementary Table  2 collects the training CPU 
Time, expressed in seconds, for each classifier, dataset 
and classification target. Similar patterns were observed 
across the three ANS modeling approaches and both 

classification targets. Notable variations in CPU Time 
across models were observed: FFNN and XGB exhib-
ited significantly higher CPU Time, with FFNN the most 
computationally expensive, while KNN, RF, and SVM 
demonstrated comparatively lower CPU Time. In addi-
tion, RF and XGB CPU Time decreased as the number of 
input features decreased going from BD (i.e., 33 features) 
to the unimodal datasets (i.e., 14 features for unimodal 
HRV and 19 for unimodal EDA). Conversely, KNN, SVM, 
and FFNN experienced an increase in CPU Time as the 
number of input features decreased.

To sum up, although nothing can be claimed on the 
statistical superiority of the BD approach, it seems that, 
qualitatively, the BD approach outperformed the uni-
modal ones in terms of classifiers F1 Macro for both clas-
sification targets, and three out of five models reduced 
their CPU Time when trained on BD over the unimodal 
datasets. As a result, the BD approach was chosen as the 
most suitable for the following stages.

Feature reduction
The literature-based feature reduction approach allowed 
to reduce the number of features from 33 to 20 (i.e., 8 for 
HRV, 12 for EDA). Mean HR, SDNN, RMSSD, pNN50, 
Triangular Index, and HRV Skewness were selected 
among the time-domain HRV features according to [23, 
27, 66], whereas HRV nLF and HRV nHF were chosen to 
represent frequency-domain HRV features, as suggested 
in [23]. Concerning EDA, the following features were 
selected:

• Mean EDA Tonic, Max Upspeed EDA Tonic, and 
Max Downspeed EDA Tonic to represent the time-
domain tonic component features, according to [52].

• NS.EDRs, Mean EDA Phasic Peak Amplitude, nAUC 
EDA Phasic, and Mean Rise Time to represent the 

Fig. 2 Mean and standard deviation (error bars) F1 Macro as a function of classifiers and ANS modeling for both self-perceived 
and therapist-perceived engagement classification targets
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time-domain phasic component features, in line with 
[53, 67].

• All five frequency-domain features, as reported in 
[53].

Figure 3 reports F1 Macro scores of each classifier for 
both classification targets in BD without feature reduc-
tion and with literature-based feature reduction. Accord-
ing to the median, F1 Macro values observed for BD 
without feature reduction (0.77 ± 0.12 for self-perceived 
engagement, and 0.78 ± 0.08 for therapist-perceived 
engagement) and with literature-based feature reduc-
tion (0.76 ± 0.12 for self-perceived engagement, and 
0.77 ± 0.05 for therapist-perceived engagement) were 
qualitatively comparable.

As for the projection-based feature reduction, PCA 
served as a pivotal feature extraction technique, being 
applied with three distinct levels of CEV threshold reten-
tion: 80%, 90%, and 95%. PCA 80% CEV reduced the 
feature space to the first 9 PCs; PCA 90% CEV kept up 
to the first 14 PCs; and PCA 95% CEV up to the first 

18. F1 Macro of all classifiers as a function of the pro-
jection-based feature reduction approach is shown in 
Fig. 4. Across the five classifiers, either for self-perceived 
or therapist-perceived engagement, BD without fea-
ture reduction reported consistently higher median F1 
Macro scores compared to all PCA approaches for fea-
ture reduction. Furthermore, a decrease in median F1 
Macro was observed for both classification targets when 
transitioning from PCA 95% CEV (0.72 ± 0.19 for self-
perceived engagement, and 0.64 ± 0.16 for therapist-
perceived engagement) to PCA 90% CEV (0.70 ± 0.13 for 
self-perceived engagement, and 0.66 ± 0.12 for therapist-
perceived engagement), and further down to PCA 80% 
CEV scenarios (0.64 ± 0.16 for self-perceived engage-
ment, and 0.62 ± 0.12 for therapist-perceived engage-
ment). Moreover, it is noteworthy to highlight that the 
impact of PCA varied across individual classifiers. Specif-
ically, RF and XGB exhibited a more pronounced decline 
in F1 Macro with the application of PCA: compared to 
BD without feature reduction, up to − 28% loss for RF 
and − 27% loss for XGB in self-perceived engagement, 

Fig. 3 Mean and standard deviation (error bars) F1 Macro for each classifier in BD and BD + literature-based feature reduction 
for both self-perceived and therapist-perceived engagement classification targets. BD Bimodal Dataset, FR Feature Reduction

Fig. 4 Mean and standard deviation (error bars) F1 Macro for each classifier in BD without feature reduction and BD + projection-based feature 
reduction for both self-perceived and therapist-perceived engagement classification targets. BD Bimodal Dataset, CEV Cumulative Explained 
Variance
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and up to − 36% loss for XGB and − 28% loss for RF in 
therapist-perceived engagement. Conversely, KNN, SVM 
and FFNN demonstrated a relatively modest impact of 
PCA, experiencing comparatively less degradation in 
performance: compared to BD without feature reduction, 
up to − 20% loss for SVM, − 18% for KNN, and − 17% for 
FFNN in self-perceived engagement, and up to − 21% loss 
for KNN, − 20% for SVM, and − 14% for FFNN in thera-
pist-perceived engagement.

CPU Time results as a function of feature reduc-
tion (Supplementary Table  3) matched the previously 
described trends in Supplementary Table 2. On average, 
the most computationally expensive classifier was FFNN, 
followed by XGB. KNN, RF, and SVM all had quite low 
training CPU Time. Furthermore, both feature reduction 
algorithms mitigated RF and XGB CPU Time. In con-
trast, KNN, SVM, and FFNN did not appear to get the 
same computational benefits from feature reduction.

Given the foregoing results for each classification tar-
get, in terms of both F1 Macro and CPU Time, any type 
of feature reduction approach was excluded from the 
dataset preparation pipeline. As a result, the most suit-
able dataset preparation scenario for the next stage was 
set to the bimodal dataset without feature reduction.

Data augmentation
Figure 5 reports the influence of data augmentation on 
the F1 Macro scores for both classification targets. Each 
classifier exhibited similar trends in response to the 
incremental data augmentation applied to BD, indepen-
dently of the classification target. The median F1 Macro 
across classifiers showed a consistent increase in mod-
els performance after switching from BD to the 4-min 
window DA scenario (0.90 ± 0.04 for self-perceived 
engagement and 0.92 ± 0.03 for therapist-perceived 
engagement). Moving from a 4-min to a 3-min windows 
DA scenario resulted in peaks in F1 Macro scores for 
both classification targets (0.94 ± 0.07 for self-perceived 

engagement and 0.93 ± 0.03 for therapist-perceived 
engagement). DA with 2-min windows (0.92 ± 0.06 for 
self-perceived engagement and 0.91 ± 0.03 for therapist-
perceived engagement) and 1-min windows (0.90 ± 0.06 
for self-perceived and 0.88 ± 0.06 for therapist-per-
ceived engagement) resulted in a slight decrease in 
performance. Again, it is crucial to highlight that data 
augmentation impacted differently on classifiers. For 
self-perceived engagement, classifiers that benefited 
the most from data augmentation were RF (up to a 
31% increase in F1 Macro) and XGB (+ 25%), followed 
by FFNN (+ 19%), and then by SVM (+ 13%) and KNN 
(+ 11%). Similarly, for therapist-perceived engagement, 
data augmentation had a smaller influence on F1 Macro 
scores for KNN (up to 11%) and SVM (+ 12%), a con-
siderable improvement in XGB (+ 16%), and the biggest 
improvements in FFNN (+ 22%) and RF (+ 22%). Each 
percentage gain mentioned above refers to the transi-
tion from BD without DA to the best-performing DA 
scenario, which consistently turned out to be the 3-min 
windows DA scenario.

CPU Time results as a function of data augmentation 
for both classification targets are reported in Supple-
mentary Table 4. In general, CPU Time of each classi-
fier increased as the dataset size increased due to data 
augmentation. Interestingly, the growth trend of CPU 
Time was different across classifiers since KNN and 
SVM showed a more than linear increasing trend of 
CPU Time as a function of the dataset size, while a lin-
ear increasing trend was typical of RF, XGB, and FFNN, 
both in case of self-perceived engagement and thera-
pist-perceived engagement.

Considering the median F1 Macro scores qualita-
tively revealing the 3-min windows DA scenario as the 
most favorable, coupled with the fact that the associ-
ated CPU Time increment remained within acceptable 
bounds, the 3-min windows data augmentation was 
used into the dataset preparation pipeline.

Fig. 5 Mean and standard deviation (error bars) F1 Macro as a function of classifiers and data augmentation for both self-perceived 
and therapist-perceived engagement classification targets. BD Bimodal Dataset, t-min t-minute window, DA Data Augmentation
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Best classifiers
According to the performance outcomes of the nested 
cross-validation, the best classifier to predict the self-
perceived engagement was SVM (F1 Macro: 0.96 ± 0.02), 
while the best model for therapist-perceived engagement 
prediction was XGB (F1 Macro: 0.95 ± 0.01), both trained 
on the bimodal dataset, with the 3-min windows data 
augmentation approach.

Further training on the whole dataset with a ninefold 
cross-validation was done to definitively tune the hyper-
parameters of the best models. The optimization pro-
cess of the SVM model for self-perceived engagement 
prediction led to the following best hyperparameters: 
C = 100 ; kernel = rbf  ; gamma = 0.05 . In parallel, the 
following set of optimized hyperparameters was obtained 
for XGB model for therapist-perceived engagement 
prediction: learning_rate = 0.2 ; max_depth = 6 ; 
n_estimators = 200 ; reg_lambda = 0.1.

Figure  6 shows the average confusion matrix on the 
validation folds relative to the best models for self-per-
ceived and therapist-perceived engagement.

For self-perceived engagement, the class “Underchal-
lenged” was wrongly predicted in 7.5% of cases, and in 
100% of wrong predictions it was confused with “Chal-
lenged”. Additionally, the class “Minimally Challenged” 
was badly predicted in 9.52% of cases, with misclassifi-
cations towards the class “Underchallenged” in 2.7% of 
wrong predictions, and towards the class “Challenged” 
in the remaining 97.3%. Lastly, the class “Challenged” 
was almost never wrongly predicted (0.89% of cases), 
in 21.7% of wrong cases it was confused with the class 

“Underchallenged”, and in 78.3% of cases with the class 
“Minimally Challenged”.

For therapist-perceived engagement, the class “Under-
challenged” had a 12.28% misprediction rate, with 62% 
of errors involving misclassification as “Challenged”, and 
38% as “Minimally Challenged”. Secondly, the class “Min-
imally Challenged” showed a remote 1.39% misprediction 
rate exclusively towards the class “Challenged” (100%). 
Notably, the class “Challenged” experienced a small mis-
prediction rate (4.41%), with 96% of these inaccuracies 
involving confusion with “Minimally Challenged” and the 
remaining 4% with “Underchallenged”.

Average ROC curves on the validation folds and per-
mutation features importance outcomes of the best 
classifiers for self-perceived and therapist-perceived 
engagement are shown in Figs. 7 and 8, respectively. 

Discussion
The current study assessed the performance of five AI 
models, namely KNN, RF, XGB, SVM, and FFNN, to 
predict the level of patient engagement during RAGR 
when applied to record-wise HRV and EDA physiological 
features.

The crucial role of investigating the feasibility of differ-
ent artificial intelligence algorithms when dealing with 
classification of emotional states was widely addressed 
by [32], who also listed five key prerequisites for extract-
ing representative features of the ANS activation: ANS 
modeling, training set preparation, feature extraction, 
normalization, and dimension reduction. Thus, the pre-
sent study also aimed at evaluating the impact of ANS 

Fig. 6 Average Confusion Matrix on the validation folds of the best classifiers for self-perceived and therapist-perceived engagement classification 
targets. Values are expressed in percentage with respect to the size of each class
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modeling, feature reduction, and data augmentation on 
the selected AI models performance.

Classification targets
The importance of assessing and predicting both self-
perceived and therapist-perceived engagement was high-
lighted by [18]. Specifically, they stated that although 
engagement can be seen as an internal state of the patient, 
therapists must be able to ascertain the level of engage-
ment or disengagement in order to modify the therapy 
accordingly, suggesting that both patients and therapists 
thoughts and feelings play a crucial role in highly posi-
tive rehabilitation outcomes. Our study further explored 
this aspect since it preliminarily highlighted that there 
can be uncertainty in concordance between the patients’ 
and therapists’ perceptions of the level of engagement. 
This could be caused by a certain unreliability of the self-
reported outcomes due to patients’ early age or clinical 
condition. Nonetheless, the lack of agreement enhanced 
the decision to split the engagement prediction into two 
distinct classification targets, and further emphasized the 
significance of considering both perspectives for a com-
prehensive evaluation of engagement.

To date, the choice of the correct number of classes 
to discretize engagement is still controversial. While 
this study arranged three engagement levels (i.e., 
“Underchallenged”, “Minimally Challenged” and “Chal-
lenged”) according to the definition of engagement 
as a continuum proposed by [15], others adopted 
slightly different approaches. In Koenig and colleagues 
[22], three cognitive engagement levels were defined, 
namely “Underchallenged”, “Challenged”, and “Over-
challenged”. Similarly, Li and colleagues [68] proposed 

a three-level discretization of subject engagement in 
“Engaged”, “Normal”, and “Bored”. In Gokay et al. [69], 
instead, the valence-arousal model representation was 
exploited to split both emotional and cognitive state 
into two binary levels, while other researchers discre-
tized cognitive workload into as many classes as the 
number of task difficulty levels employed in the study 
protocol [70–73]. Despite the significant interest in 
examining the presence of elements leading patients, 
especially in pediatric age, to interact negatively with 
the rehabilitation therapy to the point of feeling over-
whelmed, it is important to note that these aspects 
were not considered because they fall outside the defi-
nition of engagement proposed by Bright et  al. [15] 
that was used for this study.

The expert review evaluation method employed for 
both classification targets proved to be a reliable choice 
for condensing self-reported and therapist-reported 
outcomes into the engagement classes, according to the 
Krippendorf α values reported for both self-perceived 
and therapist-perceived engagement.

For both classification targets, the resulting class dis-
tribution was highly unbalanced since few records of 
“Underchallenged” were available. Regarding the pos-
sibility of rebalancing the dataset, a deliberate decision 
was made to maintain it unbalanced, to reflect the mat-
ter-of-facts distribution of classes within the reference 
population.

Impact of dataset preparation on models performance
The impact of dataset preparation techniques 
on classifiers performance for self-perceived and 

Fig. 7 Average ROC curves on the validation folds of the best classifiers for self-perceived and therapist-perceived engagement classification 
targets. Class-specific ROC Area Under the Curve values are reported in brackets within the legend. The label Random refers to the theorical 
behavior of a dumb model unable to discriminate between true and negative samples. AUC  Area Under the Curve
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therapist-perceived engagement prediction were sys-
tematically explored, revealing valuable insights into the 
effectiveness of various approaches.

Fig. 8 ΔF1 Macro as a function of input features according to the permutation feature importance algorithm performed on the best classifiers 
for both self-perceived and therapist-perceived engagement classification targets
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ANS modeling
Qualitatively speaking, the fusion of features from HRV 
and EDA signals within the bimodal dataset generally 
yielded better F1 Macro scores than the unimodal HRV 
and EDA datasets. This may highlight the synergistic 
effects of training AI models on multimodal data, as the 
combination of features from both physiological signals 
could have provided a more comprehensive representa-
tion of various aspects related to patient engagement. 
This result is supported by the review in [74], whose find-
ings demonstrate a significative increase in AI models 
accuracies when trained on multimodal datasets rather 
than the unimodal ones. Indeed, there is wide evidence 
that HRV features better replicate emotional states [20, 
25], while EDA features reflect cognitive states more 
effectively [22, 24]. To sum up, the bimodal dataset likely 
enabled a more complete representation of engagement 
compared to the unimodal datasets without affecting 
CPU Time.

Finally, the unimodal EDA consistently outperformed 
the unimodal HRV. This could be attributed to HRV 
increased susceptibility to physical activity, or to a 
stronger representation of the classification target by the 
EDA features.

Feature reduction
The use of literature-based feature reduction resulted in 
comparable F1 Macro with BD with no feature reduction, 
suggesting that the features selected according to the lit-
erature findings could express nearly all the information 
enclosed in the bimodal dataset.

On the other hand, projection-based feature reduc-
tion approaches led classifiers to consistently decrease 
F1 Macro, thus proving that PCs were less informative 
than the original features. Accordingly, these results sug-
gested that, although PCs explained a huge portion of 
the dataset variance, they lacked, at least partially, the 
direct physiological interpretability in terms of engage-
ment captured by the original features [75]. Moreover, 
the decreasing trend of F1 Macro scores from 95% CEV 
to 80% CEV highlighted the trade-off between informa-
tion preservation and dimensionality reduction [75]. 
Notably, XGB and RF models showed greater sensitivity 
to projection-based feature reduction compared to other 
classifiers. In fact, RF and XGB are both ensemble learn-
ing methods that leverage on Decision Tree, whose aim is 
to capture complex relationships within the data to per-
form predictions [76]. The loss of features interdepend-
ence induced by PCA might have negatively influenced 
RF and XGB capability to capture that intricated relation-
ship in data, resulting in a more significant decrease in 
performance.

As for the variation in CPU time based on the number 
of features, it was observed that SVM, KNN, and FFNN 
had higher computational costs as the number of features 
decreased. In contrast, RF and XGB better benefited 
from their more efficient parallelized training computa-
tion process, thus reporting a decrease in CPU Time as 
the number of features increased.

To summarize, projection-based feature reduc-
tion worsened the models performance; hence, it was 
excluded. Similarly, although literature-based feature 
reduction showed comparable performance with BD, it 
increased CPU Time for the majority of the AI models; 
therefore, its use was discouraged.

Finally, some controversy is reported in the litera-
ture regarding the impact of feature reduction on mod-
els performance. Chanel and colleagues [77] tested an 
ANOVA-based feature reduction approach that led to 
improved performance of SVM when used for emotional 
states prediction by means of electroencephalographic 
features. Amiriparian and colleagues [78], instead, tested 
the effects of various feature reduction approaches (i.e., 
PCA, correlation analysis, sequential forward selection, 
competitive swarm optimization) for valence and arousal 
prediction using HRV and EDA features compared to 
a baseline scenario where feature reduction was not 
applied at all. They found out that no feature reduction 
algorithm was able to outperform the baseline scenario 
on valence prediction, while sequential forward selection 
was superior to any other approach and the baseline sce-
nario when applied to arousal prediction.

Data augmentation
Data augmentation led to a remarkable increase in F1 
Macro scores for all classifiers and both classification tar-
gets, introducing diversification into the training dataset, 
promoting generalization and pattern recognition, and 
consequently mitigating the risk of overfitting, according 
to [79]. The positive impact of data augmentation is in 
line with [80, 81], where it successfully improved classifi-
cation outcomes of several classifiers in emotion recogni-
tion tasks. Nonetheless, observing the median F1 Macro 
trends as a function of DA scenarios, from BD scenario 
without DA to 1-min windows DA, it seemed that the 
dataset size was excessively increased beyond the 3-min 
windows DA scenario. This may inadvertently have led to 
over-augmentation, wherein the introduction of exces-
sive variance has potentially undermined the classifiers 
ability to generalize effectively. Thus, it is worth noting 
that the breakeven point in the trade-off between data 
augmentation and data distribution was found for both 
classification targets in the 3-min windows DA scenario. 
Again, some classifiers, such as XGB and RF, benefited 
from data augmentation more than others since the 
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increase in dataset size better enhanced their proficiency 
in capturing complex patterns among features.

As for the CPU Time increase as a function of dataset 
size (hereafter expressed as N), SVM and KNN exhib-
ited higher computational complexity than XGB, FFNN, 
and RF. According to previous studies, a complexity of 
O(N 3) was found for SVM [60]; KNN, RF, and XGB share 
the same time complexity of O(NlogN ) [57–59]; FFNN, 
instead, shows a complexity of O(N ) [82]. On this basis, 
KNN, SVM, and FFNN for self-perceived and therapist-
perceived engagement classification had consistent time 
complexities with previous works, while training for RF 
and XGB was faster than expected, probably due to the 
more efficient parallelization of computation.

Models for engagement prediction
SVM for self-perceived engagement and XGB for thera-
pist-perceived engagement, both trained on the bimodal 
dataset with a 3-min windows data augmentation, 
obtained the highest F1 Macro scores.

There is wide evidence in the literature that proved the 
high efficacy of various AI models for affective states or 
cognitive workload prediction in rehabilitation [33–35, 
83]. For instance, Koenig et al. developed a Kalman Adap-
tive Linear Discriminant Analysis model for predicting 
cognitive workload in robot-assisted gait rehabilitation 
scenarios in adults. This model was based on perfor-
mance data, heart rate, breathing rate, skin temperature, 
skin conductance, and reaction forces exchanged with the 
robot, achieving an accuracy of 75% on stroke patients 
[33]. Secondly, XGB was reported as the best classifier 
for predicting cognitive workload by means of EEG and 
EDA features in [34], while Gogna and colleagues [35] 
found out that SVM achieved the highest scores in cog-
nitive workload prediction tasks. Furthermore, a study 
on stroke patients virtual rehabilitation used linear SVM 
models to classify affective states such as tiredness, ten-
sion, pain, and satisfaction based on 3D hand movement 
and finger pressure, with a ROC AUC of 71% [83].

Nevertheless, this is the first study that primarily 
focuses on engagement as a multidimensional construct 
on a group of patients including children, adolescents 
and few adults.

A very slight bias or preference of the self-perceived 
engagement model in predicting the "Challenged" class, 
which can be assessed from the average confusion matrix 
outcomes, should be further investigated. The tendency 
for SVM to forecast instances as “Challenged” could 
have been caused by some noise in the raw physiologi-
cal signals, notably movement-related artifacts, which 
were limited, but not definitively addressed by signals 
conditioning, and could have been misread as cogni-
tive involvement by SVM. As for the therapist-perceived 

engagement model, no relevant bias was observed, rather 
mispredictions were overall randomly distributed.

The optimal ROC curves indicated the remarkable pro-
ficiency of the best models in effectively distinguishing 
between different engagement levels within both classi-
fication targets.

The investigation of permutation feature importance 
revealed notable differences between SVM and XGB. 
SVM displayed a greater distribution of feature impor-
tance, indicating that many features consistently contrib-
uted to classification. In contrast, XGB relied on a smaller 
number of features. Provided that this behavior is to 
credit to the intrinsic characteristics of the models, the 
diversified handling of features by SVM may contribute 
to greater robustness in further generalization, whereas 
XGB increased emphasis on a restricted subset of fea-
tures may imply less replicability. As a result, minimal 
fine-tuning of the current XGB model may be required 
before it is applied to new unseen data from various con-
texts of application.

Study limitations
The study has several limitations. Firstly, the high age 
variance among the patients due to the presence of 4 
young adults and 4 elderly adults could have affected the 
interpretability of the HRV and EDA features. Nonethe-
less, we believe that this could have enhanced the vari-
ability of the dataset and improved the generalization 
abilities of proposed AI models for engagement predic-
tion in RAGR.

Secondly, both self-perceived and therapist-perceived 
engagement levels should be intended as the most com-
mon engagement state observed throughout the entire 
RAGR activity, which may not fully represent dynamic 
engagement variations. Nevertheless, unless undergoing 
a total change in thinking towards unsupervised learning, 
supervised model training for engagement prediction 
inevitably requires the collection of subjective outcomes 
from all stakeholders (i.e., service providers and patients) 
during the rehabilitation activities. Provided that qualita-
tive assessments can only be done at discrete timepoints, 
they necessarily must refer to specific time intervals dur-
ing the rehabilitation activity.

In addition, both classification targets exhibited imbal-
ance across different engagement classes, thus limiting 
exploration of additional engagement levels. Neverthe-
less, this dataset is representative of the real picture of 
RAGR.

Another limitation to take into account is the subjec-
tivity and potential bias of labeling process. Nevertheless, 
a double-blind evaluation process was performed to pro-
vide the most objective data possible.
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Furthermore, it is noteworthy to say that physiologi-
cal data were affected by motion-related artifacts, thus 
introducing noise into the bimodal dataset and slightly 
biasing the SVM predictions, particularly towards the 
"Challenged" class. Nevertheless, this again is embedded 
in real-world data acquisition.

Moreover, the high performance of the AI models 
observed in this study may be partially associated with 
the manual selection of high-quality signal windows, sug-
gesting that the AI models performance could decrease 
when applied to real-word data with higher grade of 
noise.

Finally, the artificial neural network utilized was not 
optimized to its full potential due to limited computa-
tional resources, potentially influencing its performance.

Study strengths and future prospects
This study has several strengths. First, it represents one of 
the pioneering efforts to comprehensively assess patient 
engagement towards rehabilitation therapy through the 
collection of physiological data related to the ANS activ-
ity. Furthermore, it marks the first attempt of its kind 
within the context of pediatric motor rehabilitation and 
introduces a novel workflow for predicting engagement 
using AI tools. Additionally, although this work is exclu-
sively focused on lower-limb robot-assisted rehabilitation 
using the Lokomat, it can be hypothesized that our find-
ings may offer preliminary predictive insights for upper-
limb rehabilitation, according to what demonstrated 
by Cakmak et  al. (84). Finally, the study’s approach of 
predicting engagement towards therapy from both the 
patient’s and therapist’s perspectives represents a signifi-
cant innovation.

Prospects will enable further improvements in engage-
ment prediction during robot-assisted motor rehabilita-
tion scenarios. First, deep learning models based on raw 
physiological data could be developed to provide near-
real-time prediction of the patients’ engagement level 
during rehabilitation activity, and to predict the dynamic 
fluctuations of engagement more accurately. Then, it 
could be beneficial to explore novel models capable of 
predicting other constructs than engagement, such as 
stress in patients towards the rehabilitation therapy. This 
will be particularly useful for therapists, who will be sup-
ported in detecting when patients are experiencing phys-
ical and psychological impediments during rehabilitation 
sessions. Additionally, future work may explore advanced 
techniques to automatically detect high-quality win-
dows of BVP and EDA raw signals, thus limiting biases 
potentially introduced by the manual selection of the 
5-min windows. Moreover, it would be useful to explore 
strategies to integrate both patient and therapist percep-
tions of engagement into a unified scale. Lastly, real-time 

engagement detection based on these AI models could 
serve as the foundation for more comprehensive systems 
aimed at providing suggestions to therapists regarding 
potential changes to the rehabilitation environment and 
equipment. This would allow for more personalization of 
these features to better satisfy the physical and psycho-
logical needs of patients.

Conclusions
The present study explored the performance of five arti-
ficial intelligence algorithms (i.e., KNN, RF, XGB, SVM, 
and FFNN) applied to structured HRV and EDA physio-
logical features to predict the level of patient engagement 
during RAGR. Engagement was assessed with ad hoc 
reports from both the patient’s and therapist’s perspec-
tives, and three levels of engagement each were defined, 
namely “Underchallenged”, “Minimally Challenged”, and 
“Challenged”. To the best of our knowledge, this study 
represents the first attempt to predict engagement within 
an experimental group consisting mainly of pediatric 
subjects or young adults affected by various neuromotor 
disorders.

The effects of the three dataset preparation approaches, 
such as ANS modeling, feature reduction, and data aug-
mentation, on the AI classifiers overall performance were 
also assessed. Specifically, fusing features from HRV 
and EDA into a comprehensive dataset enabled a more 
synergistic and complete representation of engagement 
compared to the unimodal datasets. Additionally, 3-min 
windows data augmentation was able to further increase 
models performance. SVM emerged as the most effec-
tive architecture for self-perceived engagement predic-
tion, while XGB was found to be optimal for predicting 
therapist-perceived engagement, with macro-averaged 
F1 scores of 95.6% and 95.4%, respectively.

Overall, this study encourages the practical use of AI 
to improve patient care and rehabilitation outcomes, 
thus looking forward to more personalized treatment 
approaches in clinical practice.
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